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Abstract—Software security with respect to reverse-engineering is a challenging discipline that has been researched for several years and which is still active. At the same time, this field is inherently practical, and thus of industrial relevance: indeed, protecting a piece of software against tampering, malicious modifications or reverse-engineering is a very difficult task. In this paper, we present and discuss a software obfuscation prototype tool based on the LLVM compilation suite. Our tool is built as different passes, where some of them have been open-sourced and are freely available, that work on the LLVM Intermediate Representation (IR) code. This approach brings several advantages, including the fact that it is language-agnostic and mostly independent of the target architecture. Our current prototype supports basic instruction substitutions, insertion of bogus control-flow constructs mixed with opaque predicates, control-flow flattening, procedures merging as well as a code tamper-proofing algorithm embedding code and data checksums directly in the control-flow flattening mechanism.

I. INTRODUCTION

Software security with respect to reverse-engineering is a challenging discipline that has been researched for several years and which is still very active. At the same time, this field is inherently practical, and thus of industrial relevance. Protecting a piece of software against tampering, malicious modifications or reverse-engineering is a very difficult task. The main reason is that an adversary has unusual powers, i.e., unlimited access to software, which he can emulate, run step-by-step in a debugger, disassemble, decompile, etc. He can thus read data in memory, including sensitive values such as cryptographic keys, or modify any intermediate values during the software execution and consequently analyze any piece of software with the goal of, e.g., understanding and illegally copying it. One usually refers to such an adversary as a white-box adversary [45].

One of the most challenging tasks currently faced by information security researchers consists in designing cryptographic schemes and software techniques that can protect static or running code integrity and confidentiality from white-box adversaries. In the era that sees computations being more and more relocated, a consequence of mobile and cloud computing, solving this challenge would have an enormous impact in practice in terms of the world’s overall privacy and security levels. So far, we observe that the problem of protecting the integrity and confidentiality of running code has been attacked from two opposite directions, namely cryptographic and software obfuscation. So-called white-box cryptography techniques have been proposed [10], [45] which allow to instantiate algorithms such as fixed-key implementations from which it is costly to derive the cryptographic key used for the instance (in other words, transforming a symmetric-key cryptographic algorithm in a public-key one). However, most of these proposals have been broken [5], [25], [27], [46].

A particular problem of white-box cryptography is an attack named code lifting: when an attacker can execute the implementation of an algorithm under his own control by lifting it from the application, he does not even need to know the original key or understand the algorithm. Fundamental research on cryptographic obfuscation [4], [24], while currently very active thanks to recent breakthroughs [6], [19]–[21], is still in its infancy, and a lot of work has to be done before getting results that can be applied in practice.

Software obfuscation, a maybe more pragmatic approach, does not look for resistance levels comparable to what could be obtained by cryptographic obfuscation (i.e., an unfeasible amount of computations), but merely seeks to increase the reverse-engineering costs in a sufficiently discouraging manner for an adversary.

Popular approaches to secure software consist in relying on trusted hardware [18], [38], [47], such as USB tokens, hardware security modules (HSMs) and smart-cards, or on remote attestation [7], [23], [28], [34], [36]. These solutions have however non-negligible costs and they are not always easy to implement in scenarios such as mobile or cloud computing, or when in non-connected state. In order to secure software running on a mobile phone or on a tablet, where no hardware root of trust is available, one must rely on software-only protection mechanisms which allow to hide data or algorithms and therefore increase the software resistance towards reverse-engineering. Similar considerations apply in cloud computing, where one is running algorithms with potentially sensitive data on computers that are operated by third parties.
Both the academic and industrial worlds have proposed a series of software-only techniques aiming at increasing software security, and we refer the reader to the book of Collberg and Nagra for an extensive review [11]. Those techniques include data encoding, variable splitting and merging, array folding and flattening, conversion of static values to run-time produced values, and mixed-Boolean-arithmetic transforms [12]. Algorithm hiding techniques in the form of a large number of obfuscating techniques have been proposed (see [12], [13], [16], among many other works). They all make the reverse-engineering process more costly, but of course not impossible. Some of those obfuscating techniques can even be removed in an automated way [33]. On-demand code decryption (a mechanism also often named “packing”) has also been proposed as a method to prevent static analysis of code [3], [22], [37], [44]. These protections are typically broken by applying the static inspection techniques on the decrypted code in memory instead of on the encrypted files on disk. An alternative technique relies on instruction set diversification [2] in which every program version has its instructions encoded using a different byte-code, which is executed using a custom virtual machine. An adversary willing to inspect a program is thus forced to understand the encoding used in a precise instance of the software.

Tamper-resistant software typically uses built-in integrity checks to detect code tampering by guarding the code being executed [8], [26] or by checking that the flow of control through the program is the expected one [9]. However, when these techniques are used to protect standalone applications, their security is rather limited [39], because the expected checksum values and the reaction mechanism is hard-coded in the application itself, where it can be analyzed and altered. Self-checking software can be automatically attacked with hardware support [42] and by attaching a debugger that intervenes in the checksum code and in the decision code [41].

We would like to stress out a new time that, even if none of these techniques will resist in practice to a skilled reverse-engineer, they all significantly increase the reverse-engineering costs, which is probably the best that one can hope at the time of writing.

A. Our Contributions

In this paper, we present Obfuscator-LLVM (ollvm), a set of obfuscating code transformations implemented as middle-end passes in the LLVM compilation suite [32]. A majority of the implemented protection techniques are available in the form of an open-source and freely available tool. We have implemented several code transformations aiming at increase software resistance with respect to reverse engineering and tamper-proofing. ollvm is currently almost completely language- and platform-independent\(^1\), which means that it can work with all programming languages that are supported by LLVM, notably C, C++, Objective-C and Fortran as well as the x86, x86-64, PowerPC, PowerPC-64, ARM, Thumb, ARM-64, Sparc, Alpha and MIPS back-ends, among others. For the moment, ollvm implements instruction substitutions, bogus control-flow insertion, basic-block splitting, control-flow flattening, procedures merging and insertion of code tamper-proofing mechanisms, the two last techniques being fully functional but currently not freely available in ollvm.

B. Related Work

Besides the commercial tools available on the market, there does not exist so many freely available tools that are able to support obfuscation of programs written with traditional programming languages such as C/C++. One prominent recent example is Tigress [15], which is a free, but closed-source, source-to-source virtualizer written in OCaml, supporting the C99 language and implementing many traditional obfuscation techniques. Another example is LOCO [40], a tool based on the Diablo retargetable link-time binary rewriting framework and supporting the x86 architecture. Working on binaries, LOCO is language-independent and supports control-flow flattening and the insertion of opaque predicates. Sandmark [17] is an open-source, but seemingly unmaintained tool supporting watermarking, tamper-proofing and obfuscation of Java byte-code.

II. Code Transformations

In the following, we quickly review the LLVM compilation suite, discuss code diversification and describe all the obfuscating techniques we have implemented so far in ollvm.

A. The LLVM Compilation Suite

The purpose of a compilation suite is to generate code that can be correctly executed on a target CPU [1]. The compiler transforms a high-level code (written in C, C++, Fortran, etc.) into lower-level assembler code, that is then transformed into an object code by the assembler; the resulting object code is then delivered to the linker which is responsible the build the final executable file. In order to perform its duty, a compiler needs to determine if the high-level code has a correct syntax and then, it must correctly generate an assembler code as efficient as possible. The compiler is also required to generate code which complies with the conventions of the target architecture.

LLVM is an open-source compilation suite initially written by Chris Lattner [32] with the goal of providing a modern static-single-assignment (SSA)-based compilation strategy capable of supporting both static and dynamic compilation of arbitrary programming languages. LLVM is currently supported by a large community of developers and nowadays, it is considered as the main open-source competitor of the GNU compiler collection\(^3\).

LLVM is structured into three main parts: the front-end, the optimizer and the back-end. The front-end is responsible to parse the source code, to verify its correctness and to

\(^1\)Obfuscator-LLVM is available via the website http://o-llvm.org.
\(^2\)The post-processing operation for the tamper-proofing capabilities, cf. §II-F, is dependent of the target architecture, and thus forms an exception.
\(^3\)http://gcc.gnu.org
build an intermediate representation (IR) of this code that will be delivered to the middle-end, also named optimizer. The two main front-ends supported by LLVM are clang, able to compile C/C++ and Objective-C, and front-ends based on the GNU Compiler Collection parsers. The resulting intermediate representation is a kind of universal pseudo-assembler language, named IR code in the LLVM ecosystem, that can be fed to the optimizer and/or to the back-ends. Given some IR code, the optimizer (or middle-end) is then responsible to remove dead or redundant code, inline functions, unroll loops, delete dead loops, simplify the control-flow graph, etc. The result of the optimization process is then delivered to the back-ends, responsible to generate efficient assembler code for the chosen target architecture by taking into account its peculiarities.

Most of the obfuscation and tamper-proofing mechanisms that we have implemented so far in ollyvm happen in the middle-end. This approach brings several advantages, including the fact that it is language-agnostic and independent of the target architecture. While this way of doing does not allow to implement all possible protections (like, e.g., implementing anti-debugging tricks, that should be done at the code generation level), the advantages to be source- and target-agnostic overwhelm the disadvantages. It goes without saying that more architecture-specific protections can be implemented in the respective back-ends.

Finally, we note that the existence of a back-end able to generate C language instead of assembler code would allow to get rid of the LLVM compilation suite for building executables on architectures for which no back-end is available. Unfortunately, at the time of writing, the C back-end available in the LLVM suite is not supported anymore, but this could change in the future.

B. Bringing Code Diversification

A typical compilation suite is usually deterministic, i.e., compiling two times the same source code results in the same generated machine code. Machine code diversification (see [29], [30] and the references therein) can be brought by several code transformation techniques as soon as they need some randomness. The main benefit is that it is then possible to distribute individual executables images, implementing in some way a weak form of code watermarking. Obviously, the fact that ollyvm is open-source clearly make the life easier to an adversary willing to derive a new executable that cannot be traced anymore, however, this does not come without some work.

All the code transformations that we have implemented are randomized in some way. We have chosen to implement a simple cryptographically secure pseudo-random generator (PRNG) consisting of the AES-128 [35] block cipher operated in counter mode. The seed is defined to be the AES key value, and the PRNG is either seeded thanks to the underlying operating system (through /dev/urandom or the Windows CryptoAPI, respectively), or with a user-provided seed value transmitted through a compilation flag. Hence, providing the same seed between different compilation runs allows to keep the process deterministic.

C. Instructions Substitution

Instructions substitution forms maybe the simplest obfuscation technique that can be imagined. It consists in replacing standard binary operators, like arithmetic or Boolean ones, by functionally equivalent but more complicated sequences of instructions. Instruction substitution is available through the -mllvm -sub option in ollyvm and currently supports integer additions and subtractions as well as the Boolean operators AND (\&), OR (\|) and XOR (\^). The density of substitutions can be parameterized, which allows to avoid a too large impact on the resulting machine code size and performances. Substitution of floating-point operators is not supported, as it brings additional numerical inaccuracy, i.e., the resulting code can no more be considered as functionally equivalent.

This kind of obfuscation is rather straightforward and does not add a lot of resistance to reverse-engineering, as it can easily be circumvented by re-optimizing the generated code. This explains why our instruction substitution pass is run after all LLVM optimization passes. Nevertheless, given the fact that it is possible to generate several equivalent expressions for a given operator (see Table I for a list of the currently implemented ones), choosing one at random is an easy way to bring code diversification in the resulting code machine. Furthermore, an additional benefit is that it can render more difficult the task of automated searching specific machine instruction patterns that are commonly used in symmetrical ciphers, like XORs.

D. Bogus Control Flow Insertion

Essentially, we have implemented the algorithm described in [11, §4.3.4]. Bogus control flow insertion consists in modifying the control flow graph of a function by adding an conditional jump construct that either points either into the original basic block or to a fake basic block looping back to the conditional jump block. An opaque predicate [14], i.e., an expression evaluating always to the same value but hopefully difficult to statically reverse-engineer, is responsible to ensure that at run-time, only the original basic block is executed. The

<table>
<thead>
<tr>
<th>Operator</th>
<th>Equivalent Instruction Sequence</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a = b + c)</td>
<td>(a = b - (-c))</td>
</tr>
<tr>
<td>(a = -(-b + (-c)))</td>
<td>(a = b + r; a += c; a -= r)</td>
</tr>
<tr>
<td>(a = b - r; a += c; a += r)</td>
<td>(a = b - (-c))</td>
</tr>
<tr>
<td>(a = b + r; a -= c; a -= r)</td>
<td>(a = b &amp; c)</td>
</tr>
<tr>
<td>(a = b &amp; !c)</td>
<td>(a = b &amp; c)</td>
</tr>
<tr>
<td>(a = b | c)</td>
<td>(a = (b &amp; c) | (b | c))</td>
</tr>
</tbody>
</table>

TABLE I: Instruction substitutions implemented in ollyvm (pseudo-C notation). \(a\), \(b\) and \(c\) are integer variables, while \(r\) is a pseudo-random value.
opaque predicate also ensures that the optimizer is unable to simplify the resulting call graph by identifying the dead code.

This transformation can be accessed with the -mllvm -bcf compilation flag, and it can be parameterized in various ways, including the density of insertions, the number of iterations, etc. The effect of inserting bogus control flow is best seen when considering the simple C code source in Fig. 1. The control flow graph of the function \( f() \) before and after modification is illustrated in Fig. 2. One can note that the control flow graph has been considerably complicated, although most of the added code is dead and will never be executed.

**E. Control Flow Flattening and Basic-Block Splitting**

The idea behind code flattening is to break the control flow graph of a function by removing all easily identifiable conditional and looping structures [31], [43]. Basically, this is achieved through the use of a large switch() construct responsible to route the code control flow through the proper basic blocks depending on a routing variable. At the end of each basic block, the routing variable used in the dispatcher is set in a way that the flow will jump to the correct next basic block. As an illustration, Fig. 3 represents a flattened version of the \( f() \) function of our toy code. Control-flow flattening functionalities are available through the -mllvm -fla compilation flag.

Basic-block splitting capabilities, available through the -mllvm -splitNum compilation flag, are also implemented, which can be used to further break the code structure by artificially increasing the number of basic blocks in a function.

Note that, in practice, the resistance to automatic reconstruction of flattened code is very sensitive to the way how the routing variable is updated. Hard-coded static values offer almost no resistance, while updating the routing variable with dynamic values, such as the results of a check() routine (see §II-F) used in the tamper-proofing mechanism will force a reverse-engineer to perform a dynamic analysis of the executable.

**F. Code Tamper-Proofing**

The goal of code tamper-proofing techniques consists in ensuring at run-time that machine code has not been modified. This behaviour is implemented through two mechanisms. The first one, check(), is responsible to detect a modification, while the second one, respond(), has to take an action when the code integrity is detected to be hurt. In order to make more difficult reverse-engineering operations, the routines check() and respond() and the real response (kill the program, tamper its result, etc.) should be temporally spaced. The ideal situation is to have many check() and respond() routines spread throughout the code, and possibly in a way where they are inter-dependent.

In rollvm, we have implemented a tamper-proofing mechanism that is integrated with the code flattening capabilities. It means that various check() routines are inserted into the code, and their result are used to dynamically update the variable responsible to route the control flow in a previously flattened code. Currently, each basic block needs to have at least one check() call, but we plan to remove this constraint in the future, for obvious performance reasons.

Currently, a check() routine is implemented as the computation of a 32-bit CRC checksum over a segment of machine code, where the begin and the end of the segment are chosen at random, respecting a predefined maximal segment length. Furthermore, the location of the check() routine is randomly chosen within the basic block. On the Intel x86 32-bit and 64-bit architectures, we rely on the CRC32 dedicated instruction, which allows to significantly improve the performances of a check. Note that the GF(2)-linearity of CRCs allows us to implement the check of inter-dependant code segments (i.e., segments containing a check() routine can also be checked).

The result of a check() is used to update the basic block routing variable. It means that the result is computed at runtime; if a basic block contains more than one check(), the results are combined with an XOR operation. To improve the protection, the routing variable is not only computed dynamically but also depends on a static value generated at compilation time. More precisely, that static value \( s \) is computed as \( s = \rho \oplus d_1 \oplus d_2 \oplus ... \oplus d_n \), where \( \rho \) is the value leading to the next basic block, and \( d_i \), with \( 1 \leq i \leq n \), are the 32-bit results of the \( n \) check() routines present in the current basic block. Note that the values \( d_1 \ldots d_n \) are known only after the compilation and assembly operations, so is \( s \). A (target-dependent) post-processing operation implemented after the linking procedure is responsible to compute the value \( s \) depending on the \( d_i \)'s and \( \rho \) values. Furthermore, the inter-dependencies between checking and checked basic blocks can be resolved at this moment, thanks to some linear algebra over GF(2).
Finally, the respond() routine is performed implicitly. Indeed, an invalid checksum value drives the control flow in an infinite loop in the flattened code, implemented as the default case in the switch managing the control flow. We note that different responses, such as an early abort procedure, could be called from that default case as well.

### G. Procedures Merging

Essentially, the goal of this obfuscation technique consists in merging all functions from a compilation unit (i.e., one .c file after pre-processing), into one single unique new function and then replace all calls to the original functions with that new function merged().

More precisely, the mechanism is implemented roughly as follows: the code of each original function is extracted and put in merged() as a case block of a routing switch() structure. Then, each original function is replaced by a simple wrapper function responsible to give the merged() function its parameters, in the form of a variable parameters list, as well as a value identifying the original function. Hence, the static information left to the reverse engineer boils down to the signature of the function, as well as to the identifiers linked to it. Since the latter can be computed dynamically, this increases the resistance towards static reverse engineering, as one can figure out only at run-time which part of the code of merged() will be executed. The use of wrappers is currently required if several compilation units are involved, in order not to break APIs by modifying the routine names. This problem could theoretically be solved at link time, but this is left for future research.

The resistance of this construction can obviously be improved in a significant way if the merged() function is flattened thereafter or modified using other transformations. Another benefit of procedures merging is that it renders more difficult attacks such as code carving, where an adversary extracts some code, without necessity to understand its behaviour, and injects it in another program.

### III. Practical Results

Protecting software naturally comes with a price in terms of code size and performances. To illustrate the impact on code size and performances, we have chosen to use the OpenSSL cryptographic library\(^4\), that is implemented in C. Implementations of cryptographic algorithms and protocols

\(^4\)Available through http://www.openssl.org
The hashing and encryption operations happen on data of 8192 bytes, while the RSA and ECDSA are public operations, i.e., signature verifications.

2048-bit RSA and 256-bit ECDSA) and combinations of protection techniques.

As given in Table 3, there are two types of obfuscations: obfuscations that transform the inherent code diversification features of ossvm into code watermarking capabilities. The number of available transformations for code substitution purposes, and of available opaque predicates can also be significantly increased, to bring a maximal diversity in the produced code.

We have implemented so-called code annotation functionalities, that allow a developer to fine-tune the transformations on a per-routine basis. The same has to be implemented for the tamper-proofing mechanism, possibly involving the use of information provided by a profiler. In summary, we believe that the potential research and development opportunities around ollvm are countless.

V. CONCLUSION

To the best of our knowledge, Obfuscator-LLVM is the first tool that works at source-code level independently of the programming language and of the target architecture, and having a majority of its source code being open-source and freely available. In its current shape, it should be considered as a preliminary prototype, and we plan to continue its development in a near future. The fact that a large part of its functionalities have been open-sourced allows also to hope for future contributions from third parties. While obfuscation techniques have been widely used by the malware industry since decades, we feel that the availability of such a tool might be beneficial for academic research activities in the domain of software protection and deobfuscation. As a matter of fact, the best industrial-strength obfuscation tools are often difficult or impossible to obtain at a reasonable price for research purposes.
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